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2015].
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2020], BioLaySumm [Goldsack et al, 2022].
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[Carter & McCarthy, 2017].
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Ancillary purposes
Raw transcripts → Difficult to process by NLP pipelines.

Simpler transcripts → May be helpful for other tasks, i.e., subtitle or speech-to-pictograph translation.

1.3. Bridging the gap: characterizing SpeechSimp strategies

● Main caveat about SpeechSimp→ No guideline
to steer the simplification process.

● Need to characterize the process empirically:

o Intuitive approach [Allen, 2009].

o Based on the criteria of expert linguists.

o Output comparison with ChatGPT.

RESEARCH QUESTIONS

RQ1: What are the edit operations performed to obtain a simplified 

version of a French spontaneous speech transcript?

RQ2: How do human simplification strategies align with those adopted by

ChatGPT and how suitable are they for a non-native audience?
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● Orféo-CÉFC [Benzitoun et al, 2016] → French spontaneous

speech dataset:

○ Covering a wide range of communicative situations.

○ Various degrees of spontaneity.

○ Amounts to ~200k segments.

● Infeasible to manually simplify → Resort to sampling technique:

○ Proportionate random stratified sampling.

○ Population → Orféo test set in [Pupier et al, 2022].

○ Stratum → Each Orféo subcorpus (12).

● Resulting sample size → 100 utterances.

○ Reasonable workload for respondents.

○ Not compromise the task’s stability and consistency.

2. Methodology

Orféo-Test

subcorpus # utterances % # samples

Cfpb 362 1.69 2

Cfpp 3,232 15.06 15

Clapi 967 4.51 5

Coralrom 1,376 6.41 6

Crfp 2,259 10.53 10

Fleuron 217 1.01 1

Oral-Narr. 1,050 4.89 5

Ofrom 1,476 6.88 7

Reunions 1,245 5.80 6

Tcof 1,997 9.31 9

Tufs 4,525 21.09 21

Valibel 2,753 12.83 13

Total 21,459 100 100

To analyze SpeechSimp strategies, we resort to…To analyze SpeechSimp strategies, we resort to…
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● Intuitive approach leveraging human experts’ 

criteria.

● Linguists’ profile: 

○ European French-native speakers. 

○ Solid background on linguistics.

○ Current dedication to the latter.

● Setting a manual simplification task: LimeSurvey 
platform.

● Survey including two questions to respondents:

1. Provide a candidate simplified version of the 

utterance.

2. Explain the chain-of-thought followed to make 

such transformations. 
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Human-crafted simplifications agree or differ against machine-generated ones?Human-crafted simplifications agree or differ against machine-generated ones?

To this respect:

● ChatGPT has been utilized for text-annotation tasks [Gilardi et al, 2023].

● We prompted one of the latest models (gpt-4-0125-preview) to 

collect artificially-generated simplified transcripts.

○ temperature=0 → Ensuring consistency.

○ One-by-one basis → Avoiding history influence.

○ Identical prompt than one used with humans.

completion = client.chat.completions.create(

model="gpt-4-0125-preview",

messages=[

{"role": "user", "content": f"Notre corpus est constitué de 

phrases en français qui proviennent de transcriptions de discours 

spontané. \ Nous souhaiterions obtenir leur équivalent simplifié, 

c’est-à-dire, une phrase qui soit linguistiquement plus simple, 

sans pour autant perdre le sens et les informations originales. 
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\
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Utilisez un langage clair, en évitant le jargon et les 

constructions grammaticales complexes. Vous pouvez également 

ajouter des signes de ponctuation si nécessaire. \

2. Expliquer votre raisonnement. Après chaque simplification, 

énumérez et expliquez les transformations que vous avez 

effectuées. \

Voici les phrases à simplifier : \
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Voici le modèle pour ta sortie : \

SIMPLIFICATION : \
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2.3. Machine-based SpeechSimp: ChatGPT prompting

● Experts annotations are expensive to produce.

● We sought to compare human- vs. machine-based simplified outputs.
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Simplified utterances seem to be “writified” 
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● Lexical (more frequent):

○ Propensity to find simpler equivalents for content words.

○ But also: smoothing of slang, colloquialisms and profanity 

(monde → personnes, bouquins → livres).

● Morphological (less frequent):

○ Compression of constituents: nominal (monde du travail → 

travail) and verbal (faire la demande → demander) groups. 

● Syntactic (less frequent):

○ Standardization of marked information structures (cleft 

clauses and dislocated subjects).

○ Passive voice changes: anecdotal. 

Lexical Morphological Syntactic

Category subdivided according to the linguistic transformations 
observed: 

Input on sent que la prise de conscience de ce genre de choses elle s’ est faite 
tard

Expert 1 Nous pensons que la compréhension de ce problème est arrivée tard

Expert 2 La prise de conscience de ces choses-là est arrivée tard

ChatGPT Les gens ont commencé à comprendre ces choses tard

3.1. Quantitative evaluation: special focus on replacements
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● Provision of a dataset: Propicto-Orféo-Simple* → mapping Orféo-based audio-transcripts with simplified versions.
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CONTRIBUTIONS

4. Conclusions and further work

FURTHER WORK

● Propicto-Orféo-Simple → Further use as an evaluation set to assess the performance of speech simplification models.

* https://www.ortolang.fr/market/corpora/propicto

LIMITATIONS

● Small scale study → Due to the costly process required to produce such data.

● Lack of context as an obstacle for the completion of the task → BUT motivated by representativeness purposes.

https://www.ortolang.fr/market/corpora/propicto
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